
Bayesian reasoning for overcoming over-reliance in
AI-assisted decision making
Daria Mikhaylova1,∗, Tommaso Turchi1, Gustavo Cevolani2 and Alessio Malizia1

1Department of Computer science, University of Pisa, Largo B. Pontecorvo, 3, 56127, Pisa, Italy
2IMT School for Advanced Studies Lucca, Piazza S. Francesco, 19, 55100, Lucca, Italy

Abstract
Tendency of the users to blindly follow the suggestions of AI-powered decision support systems is a troubling
phenomenon that may lead to unjustifiable errors and unreasonable decisions. Known as over-reliance, it is
particularly troubling for decision-making involving high uncertainty and high costs for all parties. In this
paper we discuss over-reliance as a factor that worsen the quality of the decision-making process and introduce
unwanted and uncontrollable noise, like other cognitive biases. We propose to approach over-reliance within a
Bayesian account of rationality and to model it as a form of base rate neglect, a well-known bias violating sound
probabilistic reasoning. Finally, based on existing studies both on over-reliance in human-computer interaction
(HCI) and on cognitive biases in human reasoning, we suggest an interaction that may be useful for mitigating
over-reliance.
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1. Introduction

Today machine learning models are extensively used as a support for tasks in various domains, including
manufacturing, creative industries, public services, education, and medicine. Known for their rapid
processing time and variety of reliable algorithmic methods, they can help to reduce cognitive overload
of the specialists, increase decision efficiency, and perform preliminary procedures before expert
intervention.

The type of decisions supported by AI systems, varies greatly in complexity and stakes. In some
situations, AI systems provide an extension or even a replacement for limited experience or expertise
of single human decision-makers in prediction tasks. Since large volumes of images or tabular data
are used to train machine learning models, they offer powerful tools for statistical inference and, in
many tasks, are provably more accurate than humans. In other situations, these models are employed in
evaluative judgements [1, pp. 46-48], such as in criminal re-offence evaluations, employees or student
choices or social welfare allocation. Associated with high uncertainty and high stakes for both decision
makers and affected side, these tasks require consistency and reproducibility. For this kind of evaluative
judgements, AI support systems are often perceived as a valuable tool for improving the quality of the
decision process by overcoming biases of human decision makers. The intuition is that algorithms may
mitigate the influence of contextual factors (subjective opinions, inclinations, cognitive overload, stress,
distraction, etc.) on the decisions of humans and make them less variant across time and different
judges.

However, it is nowwell-known that AI systems may also influence decision making process negatively
and often in unexpected ways. On the one hand, the big data used to train the models not only leads
to high predictive power but also brings into play so-called implicit biases from past decisions and
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data collection procedures [2]. On the other hand, the use of the AI tools itself may trigger cognitive
biases that do not depend on the training data, nor often on the performance of the model. These types
of distortions are less acknowledged and studied, but nevertheless have important ethical and social
implications, in particular in the light of the “AI Act”’s request for meaningful human oversight for
high stake decisions [3, Art.14].

In this paper, we focus on one such phenomenon arising from the interaction with intelligent decision
support systems and known to produce an unjustified variance in the decisions of individuals, i.e., “over-
reliance”. Over-reliance refers to the tendency of users of AI support systems to base their decisions
and actions solely on the suggestions coming from the system, ignoring other relevant information,
in particular the clues inaccessible to the system itself. Over-reliance may lead decision makers to
unreasonable decisions, that they probably wouldn’t have reached if unassisted.

In Sec. 2, we briefly discuss existing theoretical approaches to explain and mitigate over-reliance and
we re-conceptualize over-reliance as a cognitive bias, thus addressing it as a deviation from rational
expert judgement. In particular, we model over-reliance as a form of base rate neglect, a well-known
cognitive bias which departs from sound Bayesian reasoning under uncertainty (Sec. 3). Finally, we
suggest an interaction that we believe may aid decision makers in better evaluating the contribution of
an AI system and their own observations to the final decision (Sec. 4).

2. Over-reliance

Over-reliance refers to a tendency of users to accept suggestions and predictions from an intelligent
decision support systems with insufficient or no further evaluation, sometimes leading to surprising
and unjustifiable errors in decisions (for a comprehensive review and examples see, e.g., [4, 5]). It affects
decision makers in different fields where AI support systems are employed, including clinical diagnosis,
forensic science, credit scoring and human resources management.

Since over-reliance was first acknowledged in aviation industry in the late eighties, the Human-
Computer Interaction (HCI) community developed different approaches to explain the phenomenon and
design mitigation strategies. One of the first explanation of over-reliance was proposed in connection
to operators monitoring automated control systems and referred to complacency, a psychological state
of self-satisfaction resulting in non-vigilance. [6, 7, 8, 9]. The normative level of attention required to
correctly control an automated system was calculated borrowing from the theory of signal processing
and expressed as a sufficient sampling rate according to the Nyquist–Shannon theorem.

Today, particularly in relation to AI-assisted decision making, the most prevalent explanation of
over-reliance is in terms of an attitude of trust towards automated systems [10, 11, 12]. Accordingly,
to understand and mitigate over-reliance, HCI studies control various factors that usually contribute
to reciprocal intrapersonal trust, such as self-confidence (e.g., [13]) for what concerns humans, and
interpretability (e.g. [14, 15, 16]) and performance of the model (e.g. [? ]) as far as the system itself is
concerned.

Within this approach, a widely accepted normative framework for human-AI collaboration regards
the appropriate level of reliance that should correspond to the AI performance: if the AI system is
accurate, say, 80% of time, then the human expert should rely on its suggestion in around 80% of the
cases. The intuition is that if the reliance level is right, we can expect more accurate predictions from
an AI-assisted human user, than from only the user or only the machine.

This approach has however its own limitations. First, the overall calibrated reliance may not be
sufficient to guarantee better outcomes. The complementary performance of an AI assisted decision
making may be achieved only if human experts not only rely sufficiently and in a limited way on the AI
suggestions but also understand when exactly to accept the suggestion. To achieve that the users need
to correctly evaluate their own expertise and the expertise of the AI. This limitation has been recently
acknowledged and is widely discussed in current studies. Guo et al. [17] for instance, formalized a
decision framework that distinguish between performance loss caused by mis-reliance (over-reliance or
under-reliance), and that caused by erroneous evaluation of accuracy of human or AI in prediction for
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each particular case.
As of today, to achieve complementarity in performance the HCI community proposes to use the

personalized interaction with AI-assistance. The general idea is to vary access to AI suggestion, interface
or interaction pattern based on the user’s past interactions with the system. The personalisation may
be a function of either past reliance [18, 19] or the accuracy of the system and of the user for similar
tasks [20]. These approaches require building a dedicated supplementary machine learning model that
predicts the user behaviour, a solution previously explored also in the context of fair machine learning
[21].

Another line of research on complementarity in decisions leave to the human user the evaluation of
the expertise of the AI and that of possible errors in a particular case. This evaluation is commonly
incorporated as a step in the interaction with the decision aid and is requested as a confidence of the
user in the decision. The overall idea is that making the user aware of their self-confidence before and
after seeing the AI suggestion may lead to a more calibrated reliance in cases where the model is not
accurate, and the user is confident in their own decisions. However, the results of the experimental
studies showed that although the confidence decreases when the user experiences unreliable system
and when the prediction is expressed as a less certain1, the reliance on the proposed suggestion remains
same [22, 23, 13, 24]. Moreover, Li et al. [25] demonstrated that case-by-case confidence in the decision
and reported self-confidence is altogether aligned with the confidence of the AI model for that decision.

The concern about accuracy in particular cases also lead to use of more granular definition and
measure of over-reliance, which distinguishes between correct and incorrect suggestions of AI and,
in some cases, of the human user. In fact, currently the most common experimental measure is the
proportion of cases in which human decision maker accepted incorrect AI suggestions over all case,
and under-reliance as a proportion of rejected suggestions that were correct.

The above approaches partially address the question of complementary expertise, but do not address
a second limitation of the calibrated reliance approach, that is its substantial dependence on accuracy as
the only metrics for evaluating both over-reliance and the overall joint decision-making process. While
perfectly suitable for immediately verifiable predictions, this approach cannot account for evaluative
judgements and non-verifiable predictions since their correctness is either unknown or can be evaluated
only in the long run on a series of similar cases. In such cases, a better strategy is to address human-AI
interaction focusing on the reasoning process that leads to the final, joint judgement, in the light of
what we know from the cognitive science of human reasoning and decision making [1]. This allows
us to interpret and assess over-reliance, even when it is impossible to evaluate the correctness of the
outcome decision, in terms of how the decision process deviates significantly from the prescriptions of
normative frameworks for sound reasoning, such as logic, probability theory, or rational choice theory.

This approach follows the “heuristics and biases” research program [26, 27, 1], which explores the
informal reasoning and decision-making strategies spontaneously employed by both laymen and experts
(the so-called heuristics) to study the possible resulting deviations from the norms of rationality (the
so-called biases). It was first applied to over-reliance in early studies of cases where the excessive
reliance of pilots on flight management systems led to accidents. Mosier et al [28, 29, 30] coined the
term automation bias to describe systematic errors that occur when human operators use automation
suggestions as a cognitive heuristics, a mental shortcut for the decision. The heuristic use, they observed,
substitutes “vigilant information seeking and processing” expected from a rational and responsible
decision maker. The decision process, affected by automation bias, would not satisfy the expectation of
the limited variance between judgements [1], because the users would disagree with the very decision,
they would have taken on the basis of the same relevant information but without the aid of the decision
support.

1The so-called confidence of the model is the output of the softmax function from the last layer of the neural network,
commonly interpreted as a probability of the input data to belong to the predicted class
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3. Over-reliance as base rate neglect

To date, several studies in Human-AI interaction approach over-reliance as a cognitive bias and drew
parallels with more well-studied cognitive errors, such as confirmation bias [31] or anchoring effect
[32, 33]. However, they do not address directly one of the aspects of over-reliance — namely how it
prevents the decision maker from seeking or weighing additional information relevant to the case
and incorporating the recommendation of the AI systems in their own flow of reasoning. We argue
that over-reliance may be seen as a particular instance of another well-known and extensively studied
cognitive error — i.e., base rate neglect, first described by Kahneman and Tversky [34] and reproduced
at least to some extent in multiple studies (for examples and reviews see [35, 36, 37]). In the following,
we briefly outline the general idea, which is discussed in more details by Mikhaylova & Cevolani [38],
with applications in the context of forensic decision making.

A simple example of base rate neglect discussed by Kahneman [1] will illustrate the general point.
A typical case of real-world evaluative judgement is that of a hiring specialist assessing a candidate
for a managerial position, with the aim of predicting whether the successful candidate will remain
in the position for more than three years. According to Kahneman, hiring specialists tend to ground
their estimates entirely on the information presented in the resumes of the candidates. While perfectly
intuitive, this process fails to take into account a crucial external information: what is the attrition
rate for managers in that specific field, i.e., how likely is that any randomly chosen candidate will still
hold the job in three years. Failing to assess such initial probability may lead to over-estimating the
final probability of success, in particular if the CV is compelling and we think that CV is indeed a good
indicator of the future performance. The ignored initial probability is the so-called base rate, and the
fallacy of ignoring or under-weighting is referred to as “base rate neglect”.

Here, the underlying normative theory is provided by Bayesian rationality [39, 40]. In general, to
evaluate the probability in favour or against some hypothesis 𝐻 (in the example, that the candidate will
stay for at least three years) in the light of some evidence 𝐸 (the resume in this case), one should follow
Bayes’ rule:

𝑝(𝐻 |𝐸) =
𝑝(𝐸|𝐻)𝑝(𝐻)

𝑝(𝐸|𝐻)𝑝(𝐻) + 𝑝(𝐸|¬𝐻)𝑝(¬𝐻)
(1)

Here, 𝐻 and ¬𝐻 are, respectively, the relevant hypothesis and its negation, e.g., “the candidate will stay”
or “the candidate will leave”. (In the general case, we may consider a full set of mutually incompatible
and jointly exhaustive hypotheses, instead of a single binary hypothesis.) The so-called likelihood of
𝐻, i.e., 𝑝(𝐸|𝐻), is the probability of the evidence being observed provided the hypothesis is true. The
likelihood 𝑝(𝐸|¬𝐻) of its negation is, instead, the probability of the evidence being observed, provided
the hypothesis is false. Bayes’ rule prescribes that 𝑝(𝐻 |𝐸) — the final or “posterior” probability of 𝐻 —
has to be proportional to both the initial probability of 𝐻 and to the likelihood of 𝐻 (i.e., the probability
of observing 𝐸 assuming 𝐻 is true). Intuitively, 𝐻 is the more likely in light of 𝐸 the more 𝐻 was likely
before observing 𝐸, and the more likely is 𝐸 assuming that 𝐻 is true instead of false.

The phenomenon of base-rate neglect occurs when the decision maker, for whatever reason, fail to
properly take into account prior probabilities. This typically happens in two ways. One is more or less
implicitly setting all relevant prior probabilities equal to 1/𝑛 (where 𝑛 is the number of hypothesis). In
the case of a binary decision task, this means assuming 𝑝(𝐻) = 𝑝(¬𝐻) = 0.5, which leads to strongly
overestimate the prior probability of the hypothesis being true in many cases (like in the hiring example
above, where the probability of a manager staying for three years may well be very low in general).

Another way of triggering the base-neglect bias is directly conflating the required posterior probability
𝑝(𝐻 |𝐸) with the known likelihood 𝑝(𝐸|𝐻) of the hypothesis, a well-documented confusion known as
the “probabilistic inverse fallacy”. In both cases, the final decision is entirely driven by the evaluation of
the likelihood of the hypotheses at issue, ignoring the essential information about their prior probability.

As we suggest, this bias is precisely the kind of cognitive mechanism that may be at play in many
instances of over-reliance, when the user accepts an AI suggestion without evaluating further relevant
information. The general idea is the following. The decision maker interacting with an AI-based
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support system aims at evaluating some hypothesis 𝐻. The system provides a suggestion that works
as a relevant piece of evidence 𝐸. The decision maker takes into account such evidence in order to
rationally estimate the final probability of 𝐻 on the basis of both of 𝐸 and of its prior probability, as
prescribed by Bayes rule. If the agent only relies on 𝐸 to make the evaluation, base-rate neglect and
over-reliance will follow.

Note that, in the case of machine-learning models, the likelihood 𝑝(𝐸|𝐻) is measured in terms of
“recall” or “true positive rate”, whereas the likelihood 𝑝(𝐸|¬𝐻) corresponds to the “false positive rate”
(FPR) [41]. This leads to the following reformulation of the Bayes’ rule as applied to estimating the
posterior probability of a hypothesis given the evidence provided by the AI system’s suggestion:

𝑝(𝐻 |𝐸) =
𝑅𝑒𝑐𝑎𝑙𝑙 ⋅ 𝑝(𝐻)

𝑅𝑒𝑐𝑎𝑙𝑙 ⋅ 𝑝(𝐻) + 𝐹𝑃𝑅 ⋅ 𝑝(¬𝐻)
(2)

Over-reliance occurs when the user ignores the information about 𝑝(𝐻), as explained above.
In this section we briefly introduced the analysis of the over-reliance as a deviation from rational

Bayesian reasoning, a case of base-rate neglect. We suggest that human decision-makers may systemat-
ically ignore relevant background information (as represented by the prior probability of the hypothesis
at issue) and use the reliability of the system (represented by the Recall measure) as a proxy to assess
the desired posterior probability. This tendency is well documented in the cognitive science literature,
even if, as far as we know, has not been discussed in the context of HCI studies on over-reliance. In the
next section we describe a proposal of the interaction and interface that may mitigate the over-reliance
as an under-weighting of external information.

4. Mitigating over-reliance with probability estimation

In the previous sections we briefly described a theoretical approach to over-reliance as a cognitive
bias known as base-rate neglect. This analysis opens up an opportunity to take advantage of many
decades of studies on base-rate neglect and to suggest mitigation strategies based on the cognitive
science literature. Most of existing proposals focuses on facilitating Bayesian reasoning in unassisted
decision making — a non-trivial task that is addressed through training and finding a more natural way
to represent probabilities, for example with the aid of “frequency trees” [42]2.

For AI-assisted decision-making, it seems a good starting point to see if emphasising the request for
outcome prediction and exposing the users to the calculation of posterior probability would prevent
over-reliance. As we mentioned in section 2, currently experimental results show that to overcome the
over-reliance it’s necessary in the interaction with AI decision support to ask the user’s evaluation of
the case and associated uncertainty, but it is commonly requested as a confidence in the decision and not
as an evaluation of the posterior probability. These two measures are, however, distinctively different.
The studies on the base rate neglect in cognitive psychology demonstrated that decision makers in
intuitive judgements apparently substitute the question “how likely the outcome is?” with “how good
is the provided evidence?” [34, 43]. If the evidence is not reliable, the predictions of the final probability
decrease, but do not shift towards base rates, as it is prescribed by the Bayesian reasoning, and remains
highly correlated with the representativeness of the evidence. In other words, the less accurate evidence
apparently only decreases confidence in the prediction instead of soliciting completely different one,
based on the outside view information. For this reason, we stress the necessity to solicit the prediction
of the outcome, instead of the confidence, and give a support to the user to evaluate it.

As a contribution to ongoing research on over-reliance, we propose to develop and test a prototype
of AI-assisted decision-making system with an “AI-follow” interaction pattern. Such interaction “begins
with the user forming an independent preliminary prediction given the decision-making problem.
Following this initial judgment, the AI’s predicted outcome is presented and may be accompanied by
support information” [44]. This type of interaction is commonly opposed to “AI-first assistance”, in
which the system display simultaneously the decision-making problem and the AI-predicted outcome.

2A method that was explored for communicating AI model confidence by Cao et al [24]
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Figure 1: A prototype of the interface for the system that provides a calculation of the posterior probability.
Left: providing a case information and requesting the hypothesis and the estimate of its probability. Middle:
Showing the system suggestion and reliability information. Right: Showing computed posterior probability and
an interactive slider to evaluate the influence of the prior.

The change from the latter to former is seen as a cognitive forcing technic that may in itself decrease
over-reliance [45], however alone it is known also to produce under-reliance.

To our knowledge, only Agudo et al [46] used an interface that requested a probability estimation
of the hypothesis (whether the defendant was guilty or not of a criminal offence, given a series of
testimonies), however, their aim was not to manipulate aggregation of probabilities, but to test if the
change in interaction pattern (from AI-first to AI-follow assistance) would affect over-reliance. Building
on their work, we propose several changes. First of all, we propose to apply the model of Bayesian
reasoning to the interaction with the AI system, not only requesting user’s probability estimate for their
hypothesis, but also providing an output of an algorithm for opinion aggregation with AI prediction.

Furthermore, we suggest taking into account different ways in which humans and AI-systems express
probability estimates. While humans may express probabilities on a scale from 0 to 100, the output of
the classification system is primarily a predicted class, eventually associated with ”confidence” on a
scale from 50 to 100 for a binary prediction (if the confidence is less than 50, the other class is reported
as the output). In order to enable aggregation, either the human input should be aligned with the way
the AI system operates, or the system’s output must align with the human way of communicating
probabilities. For now, our proposal is to first request from the user the prediction of the class and then
the associated probability on a 50–100 scale.

Figure 1 presents a prototype interface that implements this kind of interaction. In the first step
(shown in the prototype as the tab “Case”) the system displays the background information relevant to
the case and the input to a model (either tabular or image which depends on the decision task), it also
asks the evaluation of the user for the hypothesis and an estimate of its prior probability. In the second
step (tab “Assistance”) the system continues to display the information for the case and gives the AI
prediction, it also makes the reliability information clear, providing the Recall and the false positive
rate. In the last step (tab “Prediction” on Fig.1) of the interaction the system computes the posterior
probability based on the prior, provided by the user and displays the result. We suggest also to give the
user the possibility to interactively explore how the prior probability contributes to the prediction of
the outcome, given the reliability of the system. We expect that this kind of interaction may have two
relevant consequences. First, it would make salient to the user the role of prior probabilities in assessing
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the final probability of the decision, thereby mitigating base-rate neglect and hence over-reliance on
the suggestions of the system. Second, it would provide a sort of “robustness” check, making clear to
the user how reliable the system needs to be in order to safely disregard prior probabilities and simply
accept the provided suggestion as a final prediction.

5. Conclusion

In this paper, we proposed to approach the over-reliance on the AI-powered decision support systems
as well-studied cognitive bias, base rate neglect.

Our analysis of the over-reliance as a cognitive bias provides a way to interpret and to assess it, even
when it is impossible to evaluate the correctness of the outcome decision, in terms of how the decision
process deviates significantly from the prescriptions of normative frameworks for sound reasoning.

As a way to mitigate the over-reliance, we propose to implement in the interface and interaction of
the AI-powered decision support system the calculation of the posterior probability of the outcome
and invite the user to evaluate the relationship between the prior probability, usually coming from the
external sources, and the prediction of the system, according to Bayes’ rule.
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